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Istota metod niehierarchicznych

Metody niehierarchiczne polegajg na podziale zbioru danych na pewng
liczbe skupien, bez tworzenia struktury drzewiastej. Mogg dziataC poprzez
iteracyjne optymalizowanie podziatu ma okreslong z gory liczbe skupien
lub poprzez wykrywanie struktur w danych, takich jak obszary wiekszej
gestosci, bez koniecznosci podawania liczby klastrow.

Zalety

« Bardziej skalowalne (lepiej radzi sobie ze wzrostem wielkosci danych,
zarowno liczby obiektow, jak i liczby cech) niz metody hierarchiczne

* Prosta implementacja i interpretacja

* Mozliwosc tatwego ponawiania podziatu z roznymi parametrami

Wady

« (CzesC metod (np. metody partycjonujace) wymaga okreslenia liczby
klastrow

« Wyniki zalezg od wartosci poczgtkowych (mogg utkng¢ w minimach
lokalnych)

* Najlepiej dziatajg dla kulistych, podobnie licznych klastrow; stabe dla
skupien o nieregularnych ksztattach



Metody niehierarchiczne;
klasyczne modelowe

To grupa algorytmow, w ktorych zaktada sie, ze dane
pochodzg z mieszaniny prostszych rozktadow (modeli), np.
normalnych.

Zamiast szukac¢ grup na podstawie odlegtosci, te metody
modelujg nieznany rozktad danych, aby znalez¢ skupienia.

Jest wymagane okreslenie liczby docelowych skupien.

Przyktadowe metody modelowe
Gaussian Mixture Models (GMM)
EM (Expectation-Maximization)

« AutoClass
Latent Class Analysis (LCA)



Metody niehierarchiczne,;
rozmytej analizy skupien

Elementy mogg by¢ przydzielane do wiecej niz jednego
skupienia z uwzglednieniem prawdopodobienstwa
przynaleznosci. Ta czesciowa przynaleznos¢ wyrazona
wspotczynnikiem p € [0,1].

Jest wymagane okreslenie liczby docelowych skupien.

Przyktadowa metoda analizy rozmytej
Fuzzy k-means



Metody niehierarchiczne; partycjonujace

Dzielg zbiér danych na ustalong liczbe klastréow (k), aby
minimalizowac wariancje wewnatrz kazdej grupy; tworzg ptaski
podziat, zaktadajg pewien ksztatt skupien (zwykle kulisty).

W tych metodach kazdy klaster jest reprezentowany przez centroid
— punkt bedacy srednig (lub inng ,centralng” reprezentacjq)
wszystkich obiektow nalezgcych do danego skupienia. Algorytm
bazuje na iteracyjnym:

« przypisywaniu obiektow do najblizszego centroidu,
 aktualizowaniu centroidow jako sredniej obiektow w klastrach.
Zadaniem algorytmu jest minimalizacja sumy kwadratow odchylen
punktéw x; od srodka m, swojego klastra C;:

I—Z Z (x;,m;)

1=1 =

Wykorzystuje sie metrykg euklidesows.



Cechy metod partycjonujacych

Istotna role odgrywa centroid jako reprezentant klastra
Dziatajg najlepiej, gdy klastry majg zblizone zageszczenie i ksztatt
(najczesciej kulisty).

Najpopularniejsze metody centroidowe

k-means — klasyczny algorytm wykorzystujgcy srednig
arytmetyczng jako centroid.

k-medians — wykorzystuje mediane zamiast sredniej
(bardziej odporna na wartosci odstajgce).

k-medoids (PAM, CLARA) — centroidem jest rzeczywisty
obiekt (medoid), nie srednia; lepsze dla danych
nienumerycznych i wrazliwych na wartosci odstajgce

k-modes — wersja dla danych kategorycznych (centroid to
modalna wartosc¢ cech)



Algorytmy: k-means, k-medoids

1. Wybierz liczbe skupien K (z géry).

2. Woylosuj poczatkowe centroidy (Srednie — punkty spoza danych lub
medoidy — rzeczywiste obserwacje wybrane losowo z danych).

3. Przypisz kolejng obserwacje do najblizszego centroidu (tworzac wstepne
klastry).

4. Oblicz nowe centroidy (jako Srednie arytmetyczne lub medoid punktow
przypisanych do kazdego klastra.

5. Powtarzaj kroki 3—4, az potozenie centroidow przestanie sie zmieniac
(uktad klastréw nie zmienia sie).

Oba algorytmy sg wrazliwe na poczgtkowy wybor centroidow

Algorytm k-means Algorytm k-medoids
» Zaktada podobny rozmiar i « Odporny na wartosci odstajgce
gestosc skupien « Dostarcza bardziej stabilne wyniki
- Zle dziata, gdy dane maja niz k-érednich, ale wolniejszy

zmienne o roznej skali (wymaga |+ Mniej efektywny dla bardzo
standaryzacji zmiennych) duzych zbiorow danych.




Metody niehierarchiczne; siatkowe

Technika grupowania wielowymiarowych danych poprzez podziat
przestrzeni danych na siatke komorek. Porownuje sie dane na
poziomie tych komorek, a nie na poziomie pojedynczych punktow
danych, co sprawia, ze metody te sg szybkie | majg niska
ztozonosc¢ obliczeniowg

Przyktady
« STING
 CLIQUE



Metody niehierarchiczne; gestosciowe

Grupowanie gestosciowe polega na budowaniu grup o duzej gestosci

punktow (obserwacji) w przestrzeni. Zageszczenie punktéw wyznacza sie

na podstawie odlegtosci miedzy nimi.

Metody gestosciowe bardzo dobrze sprawdzajg sie przy identyfikaciji

klastrow o nieregularnych (niewypuktych) ksztattach. Cechy:

« Liczba grup nie jest znana z gory; mozna czesciowo zmieniac poprzez
zmiane parametrow modelu.

 Wymaga zdefiniowania minimalnej liczby obserwac;ji potrzebnych do
zbudowania grupy.

« Wymaga zdefiniowania minimalnej odlegtosci, ktora definiuje sgsiada.
« Nie wszystkie obserwacje muszg zostac przypisane do grup.

Obserwacje niespetniajgce zaktadanych kryteriow sg uznawane za
obserwacje odstajgce.

Przyktady
« DBSCAN (Density-Based Spatial Clustering of Applications with
Noise)

 OPTICS (Ordering Points To Identify the Clustering Structure)
« DENCLUE (DENSsity-based CLUSstEring)



Ocena jakosci skupien

Rozwaza sie dwa gtowne aspekty:

* sSpojnosc (cohesion) — jak bardzo elementy w tym samym klastrze sg do
siebie podobne

« separacje (separation) — jak bardzo rézne sg od siebie klastry (czy sa
dobrze od siebie oddzielone).

Dobry podziat to taki, gdzie obiekty wewnatrz klastra sg blisko siebie, a
klastry sg daleko od siebie.

Podstawowe miary ww. podejscia (idea)

WSS — Within Sum of Squares (withinss) X
WSS d(x;,x;)

k=1 x;€C (k) xEC(k)

BSS — Between Sum of Squares (betweenss) K
BSS=) > Y d(x.x)

k=1 x;€C(k) x;€C (k)

TSS — Total Sum of Squares (totss)

TSS = ZZ d(x,,x,)

i=1 j=1




Inne miary oceny jakosci skupien

« Wskazniki sylwetki (Silhouette coefficients). Wyznaczany dla kazdego punktu. Mierzy jak
bardzo obiekt pasuje do swojego klastra w poréwnaniu z innymi. Pochodne: sredni
wskaznik sylwetki dla kazdego skupienia oraz dla catego modelu (Srednia sylwetka
wszystkich punktow). Interpretacja wskaznika sylwetki :

O
O

O

[0,5; 1] — bardzo dobrze dopasowany model; dobra separacja wyrazista struktura skupien
[0,25; 0,5] — srednio dopasowany model; struktura skupien istnieje, ale nie jest bardzo
wyrazna

[0; 0,25] — na granicy, staba klasteryzacja; punkty w skupieniach nie sg wyraznie
oddzielone od punktow w innych skupieniach, model moze mie¢ za mato lub za duzo
skupien

[-1, 0) — zta klasteryzacja; punkt jest blizej innego skupienia niz swojego, moze byc¢ za
duzo skupien, zle dobrana miara odlegtosci lub brak naturalnej struktury skupien

« Wskaznik Calinskiego-Harabasza (CH Index)

CH = miedzyklastrowa_wariancja / wewnagtrzklastrowa_wariancja
Im wieksza wartosc tym lepie;

Wskaznik Daviesa-Bouldina (DB Index) mierzy, jak bardzo klastry sie naktadajg. Im
mniejsza wartosc¢, tym lepie;j.
Wskazniki wizualne

@)
@)
@)

Wykres sylwetek

Mapy cieplne odlegtosci miedzy klastrami

Redukcja wymiarowosci (PCA, t-SNE, UMAP) i wizualna ocena, czy klastry sg sensownie
oddzielone



Dane do analiz — ocena jakosci wody

ph — okresla kwasowosc¢/zasadowos¢ wody. Zbyt niski lub zbyt wysoki pH moze byé
szkodliwy dla zdrowia i wptywa na reakcje chemiczne w wodzie.

Hardness (twardos¢) — wysoka twardosc¢ nie jest toksyczna, ale wptywa na smak wody i
osadzanie sie kamienia. Mniej krytyczna dla jakosci zdrowotne;j.

Solids (rozpuszczone substancje state) — wysoki poziom wskazuje na duzg zawartosc
mineratow i zanieczyszczen. To istotny wskaznik jakosci wody.

Chloramines — uzywane do dezynfekcji wody; ich nadmiar moze by¢ szkodliwy. Wazny
parametr zdrowotny.

Sulfate (siarczany) — w nadmiarze mogg powodowac¢ smakowg ucigzliwosc¢ i dziatanie
przeczyszczajgce. Wazne, ale raczej pomocniczo.

Conductivity (przewodnos¢) — informuje o ogodlnej zawartosci jonow w wodzie, czyli
posrednio o jakosci. Czesto uzywane jako wskaznik sumaryczny.

Organic_carbon (wegiel organiczny) — wskaznik obecnosci zwigzkow organicznych, ktore
mogg prowadzi¢ do tworzenia sie szkodliwych produktéow ubocznych po chlorowaniu.
Bardzo istotny.

Trihalomethanes — produkty uboczne chlorowania wody, ktore sg rakotwoércze. Bardzo
wazny parametr zdrowotny.

Turbidity (metnosc¢) — wysoka metnos¢ moze wskazywacé na obecnos¢ mikroorganizmow i
zanieczyszczen fizycznych. Kluczowy wskaznik jakosci mikrobiologicznej

Potability — wskaznik ,zdatnosci do spozycia” (0 = ,nie nadaje sie”, 1 = ,nadaje sie”).
Zmienna wykluczona z analizy skupien.

https://huggingface.co/datasets/DarkNeuronAl/water-potability-3k



https://huggingface.co/datasets/DarkNeuronAI/water-potability-3k

Etapy badan: przygotowanie danych

Etap 1. Pobranie danych - program w Pythonie
Pobranie danych z portalu Kaggle i zapisanie go do pliku water.csv

Etap 2. Preprocessing danych — program w Pythonie

1.

W

Woczytanie pliku water.csv do

ramki danych

. Wyprowadzanie informacji o
pliku

. Imputacja; srednia

. Transformacja zmiennych (bez
Potability); normalizacja min-max
do dziedziny [O, 1]. Dopisanie
znormalizowanych zmiennych do
ramki z danymi oryginalnymi

. Zapis przygotowanych danych do

pliku csv 0 nazwie water_norm.csv

RangeIndex: 3276 entries, @ to 3275
Data columns (total 10 columns):

#

W3]

W oo ~Jowu b wmPRp

Column Non-Null Count
_pbh 2785 non-null
Hardness 3276 non-null
Solids 3276 non-null
Chloramines 3276 non-null
Sulfate 2495 non-null
Conductivity 3276 non-null
Organic_carbon 3276 non-null
Trihalomethanes 3114 non-null
Turbidity 3276 non-null
Potability 3276 non-null

floatée4d
floate4
floate4d
floate4
floatée4d
floate4
floates
floaté4d
floate4
inte4



Etapy badan: ustalenie zbioru
| uruchomienie k-means

Metoda lokcia; wybér optymalnej liczby skupien WSS

Etap 3. Wybranie losowo 25%
obserwaciji ze zbioru — program
w R

» Losowanie rownomiernie (prosta
proba losowa z kazdej warstwy) —

30 40

Miara jakosci skupien
20

pobranie 25% obserwacji z kazde; o O\O
warstwy (0 i 1) zmiennej ,Potability” \|\ OOOOOOO -
« Zmieszanie rekordow z obu warstw . 2 1 6 ; 0

Liczba skupien (K)

« Zapis wyniku do pliku water_25.csv

Metoda tokcia; wybor optymalnej liczby skupien BSS/TSS

Etap 4. Uruchomienie analizy skupien dla
K=4 — program w R

Studenci sprawdzg znaczenie parametrow

| zwracany wynik funkcji kmeans

O////o
o/
/

kmeans(X, centers, iter.max = 10,
nstart = 1, algorithm = c("Hartigan-

Miara jakosci skupien
00 01 02 03 04 05 06 07
L L L L L L L

Wong", "Lloyd", "Forgy", T3 . E ; 1
"MaCQueen")) Liczba skupien (K)



Analiza skupien k-means - wyniki

!

0.568 0,592 0.584 0,360 0.307 0.341 0,394 0,475 0.556 0.410 0.637 0.521 ..

& km list [9] (53: kmeans) List of length 9
cluster integer [820] 344232,
centers double [4 x 3]
totss double [1] 4549621
withinss deuble [4] B.67 6.11 5.67 4.98
tot.withinss double [1] 23.4303%
betweenss double [1] 2206581
cize integer [4] 235 205 198 182
iter integer [1] 4
ifault integer [1] 0

Sylwetki

o Srednia dla cato$ci: 0,232
o Srednie dla poszczegolnych skupien

F
cluster

I~

Laj

X

0.2583680

0.1903075

0.230051%

0.2438576

Numer skupienia dla obserwacji
(wektor), centra (Srednie)
skupien (macierz 4x3 —
View(km$centers), TSS, WSS
(wektor), tot. WSS, BSS, rozmiary
(liczebnosci) skupien



Analiza skupien k-means — wykresy sylwetek

Whykres w ukladzie pionowym

0.75=

Szerokost syhwetki
=
2

Punkty w skupieniach (szerokosd odcinka to licznosc skupienia)

k Iwetek dk klastra zZi . .
Wy ra uporzadkowany wg iastrow (poziomy) Wykres w ukltadzie poziomym

01 02 03 0.4 05

0

=



Analiza skupien k-means — skupienia w 2D

Skupienia w przestrzeni 2D

. | .\
» . -
» .
- iy -
.t ::- .. -n l.-
o ® . » o .
e N .
=~ . -L ’ -a-‘ "-?-_‘. ey . S cluster
* s A T LA . [
L ,o'... "Q §:‘ ":. d“. .: . . S . |®1
) '( » ...'-‘ ' a4 - < N
v . 5 * "‘ 4 SN e :
o~ ' ~ 9 ? 2 ‘
(8] e . . \4’ 3 8
a T H -
e « Wy < 0 ' . 4
» L ‘... r & *
PC1(34.2%)

Wartosci procentowe w nawiasach podajg procent wariangji
wyjasniony przez pierwsze dwie sktadowe gtowne.

Studenci samodzielnie ,,dopieszcza” wykres



Charakterystyka skupien wg miar
statystycznych zmiennych

Statystyka Trihalomethanes Turbidity Chloramines

Skupienie 1
Srednia 70.80536 3.074343 7.460539
Mediana £9.03511 3.096164 7.404435
Pozostale miary

Skupienie 2
Srednia 73.66444 4.310412 5.588609
Mediana 70.77841 4.247240 5.766780
Pozostale miary

Skupienie 3
Srednia 72.66786 4.590662 8.488176
Mediana 71.98023 4.555205 8.189837
Pozostale miary

Skupienie 4
Srednia 46.28268 3.960373 7.008304
Mediana 48.28535 3.949861 7.046165
Pozostale miary

Studenci dopiszg dalsze instrukcje dla wyznaczenia
miar statystycznych pozwalajgcych scharakteryzowac
skupienia.



Rozktad cechy Potability w skupieniach

cluster Potability n
<int> <int> <int>
1 0 441
273 Studenci zrobig tadny wykres

540 stupkowy (np. w Excelu, R, Pythonie)
315
582
344
435
346
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Na zakonczenie badan
Studenci wykonajg analize wszystkich wynikow i wyciggna wnioski



